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v Motivation 

v Current works can only label the query image with the sentence 

annotations of  the images already existing in the datasets.  

v  Propose a m-RNN model to address both the task of  generating 

novel sentences descriptions for images and task of  image and 

sentence retrieval. 
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v Related Work 

1.  Deep model for computer vision and natural language 

2.  Image-sentence retrieval 

3.  Generating novel sentence descriptions for images 

v Creative point 

Incorporate the RNN in a deep multimodal architecture 
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v  Simple RNN 

Contain at least one directed 

cycle. 

Train using back propagation 

through time.  

Gradient vanishing problem 

Explain Images with Multimodal Recurrent Neural Networks 



Explain Images with Multimodal Recurrent Neural Networks 

Input is the one-hot representation, f  and g are element-wised sigmoid 
and softmax function respectively. U and V are weights to learn. 
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m-RNN Model 
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f2 function is set as the Rectified Linear Unit. ReLU is 
faster and harder to saturate or overfit the data than 
sigmoid function. This improvement is for vanishing 
gradient problem in RNN.   
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M denotes the multimodal layer feature vector. 

Multimodal layer connect the language  
model part and the image part. 



v  Training the m-RNN 

Cost Function: perplexity of  the sentences given corresponding image 

 

 

 

The cost function is the average log-likelihood of  the words given their 

context words and corresponding images in the training sentences plus a 

regularization term. Training objective is to minimize cost function. 
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v Utility 

1.  Sentence Generation: start from ##START## and end at 

##END## 

2.  Image and Sentence Retrieval 
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Long-term Recurrent Convolutional Networks 
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LSTM- long short term memory 



v LSTM 

Due to vanishing gradients problem that can result from propagating 

the gradients down  through many layers, RNNs could be difficult to 

train to be learned in long-term dynamics. 

LSTM provide a solution by incorporating memory units that allow 

the network to learn when to forget previous hidden states and when 

to update hidden states given new information. 
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v  Procedure 

1.  Passing each visual input v through a feature transformation. 

Compute the feature-space representation. 

2.  Sequence model maps input and a previous timestep hidden state 

to an output.  

3.  The final step is taking a softmax over the outputs of  the 

sequential model.  
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v Activity recognition 

T individual frames are inputs into T convolutional networks which 

are then connected to a single-layer LSTM with 256 hidden units. 
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v  Image description 

At each timestep, both the image features and the previous word are 

provided as inputs to the sequential model. 

At timestep t, the input to the bottom-most LSTM is the embedded 

ground truth word from the previous timestep. The second LSTM 

fuses the outputs of  the bottom-most LSTM with the image 

representation.  
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