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Goal
Identify a model that has very few parameters while 
preserving accuracy

▶ Smaller CNNs require less communication across servers 
during distributed training.

▶ Smaller CNNs require less bandwidth to export a new model 
from the cloud to an autonomous car.

▶ Smaller CNNs are more feasible to deploy on FPGAs and other 
hardware with limited memory

Advantages:



Related Work

▶ MODEL  COMPRESSION
▶ Apply singular value decomposition (SVD) to a pretrained CNN model 

(Denton et al., 2014)

▶ Network Pruning:  pretrained model, threshold with zeros to form a sparse 
matrix, iterations sparse CNN (Han et al., 2015b).

▶ Deep Compression: Network Pruning + quantization + huffman encoding

▶ CNN MICROARCHITECTURE
▶ With the trend of designing very deep CNNs, it becomes cumbersome to 

manually select filter dimensions

▶ Module: comprised of multiple convolution layers with a specific fixed 
organization

▶ DESIGN  SPACE  EXPLORATION
▶ Depth

▶ The choice of connections across multiple layers 

▶ Developing automated approaches for finding NN architectures



Related Work
▶ LeNet-5 (1998)

▶ AlexNet (2012)

▶ OverFeat (2013)

▶ VGG-16, VGG-19 (2014)

▶ GoogLeNet (2014)

▶ PReLUnet (2015)

▶ ResNet-50, ResNet-101, ResNet-152 (2015)

▶ SqueezeNet (2016)

▶ Stochastic Depth (2016)

▶ ResNet-200, ResNet-1001 (2016)



Architectural Design Strategies

▶ Strategy 1:

Replace 3x3 filters with 1x1 filters: 

• 9X fewer parameters

▶ Strategy 2:

Decrease the number of input channels to 3x3 filters

• (number of input channels) * (number of filters) * (3*3).

▶ Strategy 3:

Downsample late in the network so that convolution layers

have large activation maps

• Intuition: delayed downsampling => large activation maps => 
higher classification accuracy, with all else held equal



● 1x1 convolution acts like 
coordinate-dependent 
transformation in the filter space. 
It is important to note here that 
this transformation is strictly 
linear, but in most of application of 
1x1 convolution, it is succeeded 
by a non-linear activation layer 
like ReLU. This transformation is 
learned through the (stochastic) 
gradient descent. But an important 
distinction is that it suffers with 
less over-fitting due to smaller 
kernel size (1x1).

● Combination of 1x1 (x F) 
convolution is mathematically 
equivalent to a multi-layer 
perceptron

Architectural Design Strategies:
strategy 1x1



Fire module

Strategy 1

s1x1 <( e1x1 +  e3x3), Strategy 2



SqueezeNet Architecture

Strategy 3



SqueezeNet Architecture:
dimensions



SqueezeNet Architecture:
Comparing SqueezeNet to Model 
Compression Approaches

In summary:
by combining CNN architectural innovation (SqueezeNet) with state-of-the-art
compression techniques (Deep Compression), they achieved a 510 reduction in model
size with no decrease in accuracy compared to the baseline.



Design Space Exploration: 
Microarchitecture-- metaparameters

▶ In SqueezeNet, each Fire module has three dimensional 
hyperparameters : s1x1 , e1x1 , and e3x3 . SqueezeNet has 8 
Fire modules with a total of 24 dimensional hyperparameters.

To do broad sweeps of the design space of SqueezeNet-like architectures, 
metaparameters: control the dimensions of all Fire modules in a CNN.



Design Space Exploration: 
Microarchitecture – squeeze ratio

Conclusion: increasing SR beyond 0.125 can further increase 
ImageNet top-5 accuracy from 80.3% (i.e. AlexNet-level) with a 
4.8MB model to 86.0% with a 19MB model.



Design Space Exploration: 
Microarchitecture – 1x1 & 3x3

Conclusion:
the top-5 accuracy plateaus at 85.6% using 50% 3x3 filters, and 
further increasing the percentage of 3x3 filters leads to a larger model 
size but provides no improvement in accuracy on ImageNet



In SqueezeNet, the squeeze ratio (SR) is 
0.125, meaning that every squeeze layer 
has 8x fewer output channels than the 
accompanying expand layer.

Due to this severe dimensionality 
reduction, a limited amount of 
information can pass through squeeze 
layers. -- bottleneck

Design Space Exploration: 
Macroarchitecture – simple bypass

only half of the Fire modules can have simple
bypass connections



Design Space Exploration: 
Macroarchitecture – complex bypass

complex bypass: includes a 1x1 convolution layer with the number of 
filters set equal to the number of output channels that are needed



Design Space Exploration: 
Macroarchitecture – results

Interestingly, the simple bypass enabled a higher accuracy accuracy 
improvement than complex bypass.
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