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Goals

Detect semantic relations between entities

Improve the coverage of existing structured knowledgebases
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Related Work

Relation Extraction

Maximum entropy [Kambhatia, 2004]

Convolution kernel [Colins and Duffy, 2001]

Distant supervision [Mintz et al., 2009]

Knowledgebase Completion

RESCAL [NIckel et al., 2001]

TransE [Bordes et al, 2013]
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Challenges

Challenge 1

How to leverage the fact that similar arguments are often associated with
similar relations.

For example, similar diseases are often associated with similar treatments,
causes, etc.
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Challenges

Challenge 1

How to leverage the fact that similar arguments are often associated with
similar relations.

Challenge 2

Require relation specific term embeddings.

For example, “sign” and “symptom” may have similar semantics for most
scenarios but they are very different for medical domain, where “signs” are
what a doctor sees, “symptoms” are what a patient experiences
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Challenges

Challenge 1

How to leverage the fact that similar arguments are often associated with
similar relations.

Challenge 2

Require relation specific term embeddings.

Challenge 3

Amount of labeled relation data is often very limited.

which makes overfitting a major issue.
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Overview of our approach

Input: Given two argument sets
(X,Y) which are associated with
the desired relation r . For
example:

1 X: list of persons

2 Y: list of locations

3 r : “birthplace” relations

Term pairs with r

(“Abraham Lincoln”,
“Hodgenville, Kentucky”)

Term pairs without r

(“Abraham Lincoln”,
“New York”)
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Overview of our approach

Construct a joint space and relation specific term embeddings
Note the mapping function f T

and gT satisfies

pairs with r are mapped to
the same location

pairs without r are separated
from each other

preserve neighborhood
relationships

Note the last item is to alleviate
overfitting when labels are not
sufficient.

In our study, terms are represented as word vectors,
such as Word2Vec or Latent Semantic Analysis embeddings.
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Notation

Let Wx and Wy represent the nearest neighbor graphs for X and Y such
that

Wx(i , j) =

{
1 if xi and xj are neighbors
0 otherwise

Wy (i , j) =

{
1 if yi and yj are neighbors
0 otherwise

Then we consider the matrix

W =

(
Wx 0

0 Wy

)
Its corresponding row sum matrix D such as D(i , i) =

∑
j W (i , j) and

combinatorial Laplacian
L = D −W
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Notation of Similarity and Dissimilarity Matrix

Similarity matrix

W x ,y
s (i , j) =

{
1 if r is held between xi and yj
0 otherwise

Dissimilarity matrix

W x ,y
d (i , j) =

{
0 if r is held between xi and yj
1 otherwise

Row sum matrix and Laplacian

Ds(i , i) =
∑
j

Ws(i , j)

Ls = Ds −Ws

Dd(i , i) =
∑
j

Wd(i , j)

Ld = Dd −Wd
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Objectives

Preserving neighborhood information

S1 = 0.5
∑
i

∑
j

||f T x i−f T x j ||2Wx(i , j)+0.5
∑
i

∑
j

||gT y i−gT y j ||2Wy (i , j)

Related Term to be projected to similar locations

S2 = 0.5
∑
i

∑
j

||f T x i − gT x j ||2Ws(i , j)

Unrelated Term to be separated in the new space

S3 = 0.5
∑
i

∑
j

||f T x i − gT x j ||2Wd(i , j)
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Solution

Overall cost function

Cost(f , g) = (µS1 + S2)/S3

Let γ = [f T , gT ]] be a (p + q)× d matrix, we have

Theorem (Eigen Decomposition Theorem)

The γ that minimize Cost(f , g) is given by the eigen vectors
corresponding to the smallest non-zero eigen-values of

Z (µL + Ls)ZT ε = λZLdZ
T ε

Based on this theorem, we can solve γ to construct the joint space, and
then a SVM model will be trained to detect the relationship r .
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Experiments

Baselines:

Affine matching: LSA and Word2Vec

Feature Concatenation: sum, difference, product,

RESCAL [Nickel et al., 2001]

TransE [Bordes et al., 2013]
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Experiments of Extracting DBpedia Relations

On average, each relation has 0.89M training and 0.39M testing examples.
Since training data is sufficient, preserving neighborhood does not help.
Joint space model outperforms the other approaches.
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Experiment of Extracting Medical Relations

On average, each relation has 0.45M training and 0.22M testing examples.
Preserving neighborhood alleviates overfitting, especially for three relations
with few examples.
Joint space model outperforms the other approaches.
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Summary

In this paper, we propose an approach to

detect relations from entity pairs

construct relation specific term embedding

Benefits:

Our method provides a close-form solution

Our method is able to handle the situation when labeled data is not
sufficient
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